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Abstract 

Given c nickels among which there may be a counterfeit coin, which can only be told apart by 
its weight being different from the others, and moreover b balances, what is the minimal number 
of weighings to decide whether there is a counterfeit nickel, if so which one it is and whether 
it is heavier or lighter than a genuine nickel. We give an answer to this question for sequential 
and nonsequential strategies and we will consider the problem of more than one counterfeit 
coin. 

1. Introduction 

There is a well-known problem of which one version reads like this: a man has 12 
nickels a m o n g  which there may  be a counterfeit coin, which can only be told apart  by 
its weight being different from the others. H o w  can one tell in not  more than three 
weighings whether there is a counterfeit nickel, if so which one it is and whether it is 
heavier or  lighter than a genuine nickel. The balance we are allowed to use only gives 
the information whether two masses have the same weight or if not  which one is 
heavier of  lighter. 

We generalize this problem in three directions: 
(PI)  What  is the minimal number  of  weighings to decide c coins? 
(P2) What  is the minimal number  of  weighings to decide c coins when we are 

allowed to use b >~ 1 balances? This means that we may  distribute the set of  our  coins 
on b balances to get b informations in one weighing. Note  that  this procedure differs 
from doing b weighings on one balance one after another.  

(P3) What  are the optimal strategies when more  than one coin is counter-  
feit? 
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We will distinguish between sequential and nonsequential strategies: 
• A strategy to decide a certain number  of  coins is called sequential  if each weighing 

may  depend on the results of  the preceding steps. 
• A strategy is called nonsequent ial  if it satisfies the addi t ional  restriction that  it 

states in advance  exactly which coin is to be put  on which scale at each weighing, the 
choice being uninfluenced by the results of the previous weighings. 

One  of the results will be that  for p rob lems  (P1) and (P2) sequential  strategies are 
not  shorter  than nonsequent ial  ones. This is not  true for p rob lem (P3). Moreove r  we 
will give a complete  answer  to p rob lem (PI)  and (P2) and consider a special case of  
p rob lem (P3). 

2. Best possible sequential solution 

In this section we deal with p rob lems  (P1) and (P2) and make  a rough est imate for 
the maximal  number  of  coins which can be decided in w weighings on b balances by 
a sequential  strategy. Altough this es t imate involves only simple combina tor ia l  
techniques it will turn out that  the est imate is sharp  even if we replace sequential by 
nonsequential .  

Theorem 1. Assume that there is at most one counterfeit coin. Then the maximal number 
c of coins which can be decided in w weifhings on b balances by a sequential solution 
satisfies 

(2b + 1) TM - 1 
c~< b. 

2 

Proof. Let c be a number  for which a given sequential  s t rategy allows to solve the 
p rob lem with b balances for c coins. Consider  the matr ix  (aij) with indices 
i = 1, 2 . . . . .  w a n d j  = 1, - 1, 2, - 2 . . . . .  c, - c where the elements of  the matr ix  have 
the following meaning: 

(i) If, under  the condit ion that  coin j is heavier, at weighing i 
• balance x is right hand  down let a i i =  x, 
• balance x is left hand  down let aij = - x, 
• all balances are balanced let a o = 0. 

(ii) If, under  the condit ion that  coin j is lighter, at weighing i 
• balance x is right hand  down let a~_ i = x, 
• balance x is left hand  down let ai_j  = - x, 
• all balances are balanced let a~_j = 0. 

Note  that  a l though the strategy is sequential the matr ix  (a~j) is well defined. 
Since the given strategy is successful, in the matr ix  (a~) no column vector  v i 
with componen t s  (vj)~:= a o equals the zero vector  and no two column vectors 
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are equal.  The fact that  air ~ { -  b, - b + 1, - b + 2 . . . . .  b - 2, b - 1, b} implies im- 
media te ly  

2 c ~ < ( 2 b +  1) w - 1 .  

No te  that  the first row a l j  of the matr ix  may  be considered as follows: In the first 
weighing coin j is p laced 

• on the r igh t -hand  side of balance x if a l j  = x > 0, 
• on the lef t -hand side of balance x if al~ = - x < 0,~ 
• on no ba lance  if a l j  = 0. 

So the first row a~j of the mat r ix  has obvious ly  the p rope r ty  

[{ j  > 0 :  a t j  = P}I = I{J > 0 :  a l j =  - P } I  

for all p = 1, 2 . . . . .  b since on every ba lance  the same number  of  coins is p laced on the 
lef t -hand side as on the r igh t -hand  side. Thus  the number  

I{J:  a l j  = P}I = I{J:  al~ = - p}[ 

is even for every p = 1, 2 . . . . .  b. Since for any p = ___ 1, ___ 2 . . . . .  ___ b the max ima l  
number  of co lumn vectors  having first c o m p o n e n t  p is (2b + 1) w- 1, i.e. odd,  it follows 

2 c ~ < ( 2 b +  1) w -  1 - 2 b .  

3. Mathematical formalism for nonsequential strategies 

A nonsequent ia l  s t ra tegy for c coins with b balances  and w weighings may  
be represented  by a mat r ix  (alj), i =  1,2 . . . . .  w, j = 1,2 . . . . .  c, with elements  
aij e { -  b, - b + 1 . . . .  , b} when we give the elements  a~j the fol lowing meaning:  If  

• coin j is at  weighing i on the r igh t -hand  side of ba lance  x let ali --- x, 
• coin j is at  weighing i on the lef t -hand side of balance  x let ai~ = - x, 
• coin j is at weighing i not  in a scale of a ba lance  let alj = 0. 
A co lumn vector  Vk with (Vk)i = aik may  be in terpre ted  as the results of the weighings 

for the given s t rategy p rov ided  that  coin k is heavier  than  the o ther  nickels - - j u s t  give 
the elements  (Vk)i the fol lowing meaning:  

• if (Vk)i = X > 0 the r igh t -hand  side of balance  x is down  in weighing i, 
• if (Vk)i = -- X < 0 the lef t -hand side of ba lance  x is down  in weighing i, 
• if (Vk)i = 0 all ba lances  are ba lanced in weighing i. 

Thus  the mat r ix  (alj) has the fol lowing fundamenta l  propert ies:  
(I) In each row the number  of elements p equals  the number  of e lements  - p for 

pE{1 ,2  . . . . .  b}. 
(II) If Vk and vj are the co lumn vectors  (Vk)~ = aiR and (vj)i -- a~j, respectively,  then 

VR = +_ Vj implies j = k. 
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(III) No  column vector is the zero vector. 
On the other  hand any w × c matrix (alj) with elements aij e { - b, - b + 1 . . . . .  b} 

and properties (I)-(III)  represents a nonsequential  strategy to decide c nickels with 
b balances in w weighings. 

4. Best possible nonsequential solution 

Theorem 2. Assume that there is at most one counterfeit coin. I f  the number c > 2 o f  
coins satisfies 

(2b + 1) w - 1 
c~< b 

2 

then there exists a nonsequential strategy to decide these c coins with w weiohinos on 
b balances. 

Remark  1. F rom Section 2 it follows that this solution is best possible. 

To  prove Theorem 2, we need the following two lemmas. 

Lemma 1. I f  the number c > 2 o f  coins satisfies 

(2b + 1) 2 -  1 
c ~ b = b(2b + 1) =:c2, b 

2 

then there exists a nonsequential strategy to decide these c coins with 2 weighings on 
b balances. 

In the proof  we shall use the following notations: 
(1) I f M  1 = (a~j) is an (n x ml)-matrix and M 2 -~ (bkl) is an (n x m2)-matrix, then the 

composi t ion MI ~) M 2  = (dpq) denotes the (n x (ml + m2))-matrix with elements 

I dpq = apq for q~<ml ,  
I. bp,(q _ ra 1) otherwise. 

(2) By al ,a2 . . . . .  [ak] . . . .  we mean al ,a2,  . . . , a k - l , a k + l  . . . .  

Proof.  By induction on c and b: For  the cases 2 < c ~< i9 and 1 ~< b ~< 3 we give 
a complete list of matrices representing the nonsequential  strategies. 

b =  1: M2 ,3 := (+~  o ° +I) 

b = 2 :  M 2 , 4 : = ( + I  +2-1 _+~ -22) 

M2 5:=(++I -1 +0 2 -2 , +2 -2  -°1) 

M2 6 : =  (~-I 01 +02 -2 -Ol °2) , - 2  
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N o w  if b is odd the following matr ix  shows the nonsequential  s trategy for 
C = C2, b - -  1: 

M2,c2 - 1 := 

b b b b 

r - I  . . . .  1 ' '  + ' . , .  + l ~ r - 2  r + 2  "1 [  "2]: : :  + 2 ~ ) ~  
( + !  + b  + 1 . . .  +b - 1 . . . - b  0 "'- -" - b  N 3 ' b - l ~  

b b 
A A 

r + b . . . . . . . . . . . .  + b ~) 0 (  - b  . . . . . . . . . . . . . . . . . .  - b  ' r  
+ b  - 1  + 1  - 2  + 2  . . . .  ~ + ~  . . . . . .  I~) - V  + ~ - - - * .  - ( b - l )  + ( b - l )  0 " 

b - 1  
. , , k  

r 0 . . . . . .  0 

~ ( c - ~ ]  -2  . . . .  b ) 

If  b is even the following matr ix  shows the nonsequential  s t rategy for c = c2,b - 1: 

b b b b 
A ~k A-_......._ A 

: i-~¢ i ~ r  .. _ 2 " ~ r  + ~ " ~ ~ ' f 2 ,  c2 -1 :=~  - Z . . . -  +J.. .  + - 2 .  02 . . . . . . . . .  +2 ' )~-  
+ 1  + b  + 1 . . .  + b  - 1 . . . - b  - 1 [ - 2 ] . . .  - b  

b - 1  
~k 

f . . . . . .  0 ~ 
~ N 3 ,  b ~ (  [_0 U -2 . . .  - b  ) 

Note  that  i f c  = c 2 then M2,cz has no constant  column. Moreover ,  i f c  = c2 - 1 then 
neither (+I)  nor  (°1) occur  in M2,c2- 1. 

Let C2. b'-(n+U < C <<. C2,b'-n (for 0 ~< n < b') and c 2 : =  c2,b,-n. Fo r  the further 
proceeding we can assume that  we have more  than three balances b = (b' - n) I> 4 
and that  the number  of  coins c is less than c2 - 1. To  get a matr ix  representing 
a nonsequent ial  s trategy to decide these c coins, we start  with the matr ix  M2,c2 con- 
structed as above  and use the procedures  P1 and P2 (explained below) to reduce the 
matr ix  M2,c2 to a (2 x c)-matrix with the desired property.  

Procedure P1. Let M2,k be a (2 x k)-matrix with the following two properties: 
• The columns (~x) and (o.)  occur in M2,  k. 
• The  column (+_~) does not  occur  in M2, k. 
To get the matr ix  PI(M2,k)  we cancel in M2, k the column (_°x) and replace the 

co lumn (-~x) by the column (_+~). Note  that  PI (M2,k)  is a (2 x (k - 1))-matrix. 
Procedure P2: Let ME,k be a (2 x k)-matrix with the following property:  
• The  columns (+_~) and (?~) occur in ME,k where x :~ y and 1 ~< x,y  <~ b. 
To get the matr ix  P2(M2,k) we cancel in M2, k the two columns +x (_y) and (7~). No te  

that  P2(M2,k) is a (2 x (k  - 2))-matrix. 
It is easy to see that  if M2, k represent a nonsequential  s trategy then PI (M2,  k) and 

P2(M2,k) both  represent a nonsequent ial  s trategy too. Hence, if we start  with 
M2:~ and use P1 and P2 in suitable succession, we finally get a (2 ×c)-matr ix  
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representing a nonsequent ia l  s trategy to decide the c coins with 2 weighings on 
b balances. 

R e m a r k  2. Note  that  we constructed the matrices M2,c.2 and M2.c2-1 such that  
M2,c2 has no constant  co lumn and neither (~l)  nor  (_~t) occur in M 2 , , . 2  - 1 .  

N o w  we present  an interesting analogy of the p rob lem in a completely different 
language which gives addit ional  insight into the considered structure. Let us look at 
the ne twork  given in Fig. 1. 

The  set of successors of the source is { - b, - b + 1, ... ,b}; 
the set of successors of 0 is {01,02 . . . .  ,0b}; 
the set of successors of + x is {x0,xl  . . . . .  xb} (x > 0); 
the set of successors of xy is {y}; 
the set of successors of x is {sink}. 

' 

' , \  

%% I 
I 

/ 

I 

I 
I 

I 
I 

# 

/ 
I 

I 
I 

I 
I 

Fig. 1. 
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With b~, v~ as defined below the capacities are: 

c(source, + x) = b~, 

io i f  x =  1 and y = O ,  
c(+_x, xy )=  1 if x = O  and y - - - l ,  

otherwise, 

c(xy, y) = if x = 0 or y = O, 

otherwise, 

c(x, sink) = ~ bo if x = O, 
( 2bx otherwise. 

Let c2:= b(2b + 1), the maximal number  of coins decidable with two weigh- 
ings. 

(I) If c = ¢2, put bo = bl . . . . .  bb:= b, v= := 1, vo:= 3, vl :--- 1. 
(2) If c = c2 - 1, put  bl = b2 . . . .  bb :-~ b, b o : =  b - 1, v= : =  2, Vo : =  0, Vl : =  0. 
(3) If c < c2 -- 1 and c = 2m + k with 1 ~< k ~< b and m ~< b 2, choose bi ~< b such 

that  )~=1 bi = m and bo:=  k, further v= := 2, Vo:= 3, v i : =  1. 
As a consequence of the theory developed by Ford  and Fulkerson in [ I ] ,  we find 

that  in the network described above the maximal flow value is less than or equal to 
bo + )~ ~= 1 2bi = c. On the other  hand Lemma 1 guarantees that a flow of the size 
c exists. Given a flow ~P through the network, let f ( a ,  b) denote the flow (with respect 
to ~P) through the arc(a, b). 

Now construct  a maximal flow ~Pmax through the network, such that there exists 
a (2 x c)-matrix M2,c with the following properties: 

(i) +~ +x (+y) and (_r) are columns of M2,c, if and only if f ( +  x, xy) = 2. 
(ii) The same as (i), but  replace + x by - x. 

(iii) If f (  + x, xy) = f ( -  x, xy) 1, then either +~ +~ = (+y) and (~_~) or (_y) and (-~) are 
columns of M2.c. 

(iv) I f f ( +  x, x y ) > O t h e n  +~ +~ or (_r) a (+r) is column of M2,  c. 
(v) The same as (iv), but  replace + x by - x. 

(vi) For  each 1 ~ x ~< b, in the second row of M 2 , c ,  the number  of + x equals the 
number  of - x. 

To  construct  such a flow, first consider an arbi t rary maximal flow g~ through 
the network. With respect to #, there exists a (2 x c)-matrix with the properties 
(i)-(v). 

Fig. 2 shows how parts of ~P can be modified such that we get a maximal flow ~', 
for which there exists a (2xc) -mat r ix  M2,c (with respect to if/), satisfying also 
proper ty  (vi). 

Note  that we can find a maximal flow such that the corresponding matrix M2,c~ has 
no constant  column and in M2,c2- l neither (~o l) nor  (_~1) occur. 
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f---O 

Fig. 2. 

L e m m a  2. I f  we have one balance and c coins such that 4 <~ c <<. 12, then we can decide 
the c coins in three weighings. 

Proof .  T h e  f o l l o w i n g  (3 x c ) -matr i ce s  M3, c represent  n o n s e q u e n t i a l  s t ra teg ie s  for 
c c o i n s  w i t h  o n e  b a l a n c e  a n d  three  w e i g h i n g s :  

(:  ° .,., , )  M 3 , 4 :  = - 1  0 
1 0 0 + 1  

(o +, +.,_, I) M 3 . 5  : =  ~1-1 o + 1 - -  
1 0 0 + 1  

- I  0 +1  - 1  0 + 

0 + 1  +1  +1 - I  - 1  - I x  
M 3 . 7 ~  = + 1  0 - 1  0 0 - 1  +1  ) 

+1  - 1  0 0 - 1  0 +1  

0 0 +1  +1  +1  - - I  --1 - - I  
M 3 , 8  : =  0 + l  0 - 1  0 0 - 1  +1  

+1  0 - 1  0 0 - 1  0 +1  

0 0 0 +1 + 1  +1  - - I  - - I  - - I x  
M 3 , 9  : =  0 + 1  - 1  0 +1 - 1  0 +1  - 1  ) 

- 1  0 +1  1 0 +1  - 1  0 +1  

0 0 o 0 +1  +1  +1  - - 1  - 1 \  
M 3  lO : =  o + t  - 1  + 1  o - I  + l  0 - I  o ) 

' - -1  0 + 1  + 1  --1  0 + 1  - - I  0 0 

M 3 , 1 1  " =  +1  + 1  - +1 1 + 1  
+1  +1  o +1  - 1  o 1 +1 o 

o ÷~ - t - 1  o ÷ t  - I  o o + J + . 5 "  
- l  o + l - 1  - l  o + l  o - 1  o + t  + 
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R e m a r k  3. Note  that  neither 

0 nor  + 

0 

occur  in Ma, 1 1. 

Notations. Recall that  if M~ =(a i j )  is an (n×m~)-mat r ix  and M 2 = ( b u )  is an 
(n x m2)-matrix, then the composi t ion  M1 ~ M2 = (dpq) denotes the (n x (ml + m2))- 
matr ix  with elements 

S apq for q ~< ml ,  dpq 
L bp,(q_ rn~) otherwise. 

If  Mi (i = 1, 2 . . . .  , r) are (n × mi)-matrices, then ~ =  1 Mi is the composi t ion  of the 
matrices M~, hence an (n x 57~= ~ ml)-matrix. I f M  = aij is an (n × m)-matrix, then let M x 
denote  the ((n + 1)×  m)-tnatrix (b;j), with elements 

J 'x  for i =  1, 
bij 

a~_ Lj  otherwise. 

Let (~) be the ((n + 1)× 1)-matrix (d~l) such that  

{~ for i = 1 ,  
d~ = otherwise. 

If  M2. ~ is a (2 × c)-matrix and n ~> 1, then _M2. ~ is the ((n + 1) × c)-matrix such that  (~) is 
a column of _Mz, ~ if and only if (~) is a column of Mz. ~. N o w  we are prepared  to prove  
Theorem 2. 

Proof.  Let  c (c > 2) be the number  of coins to be decided with b balances in 
w weighings. 

I f b  = 1 and w = 3, then by Theorem 1, c has to be less than or equal to 12 and for 
4 ~< c ~< 12 L e m m a  2 gives us (3 x c)-matrices representing nonsequent ial  solutions. 

If  b /> 1 and w = 2, then again by Theorem 1, c has to be less than or equal to 
b(2b + 1) and for 3 <~ c <~ b(2b + 1) L e m m a  1 gives us (2 xc)-matr ices  M2,c which 
represent nonsequent ial  solutions. 

N o w  consider the case b>~ 1 and w = n +  1 for n>~2 (if b =  1 then n > 2 ) .  
Assuming the existence of (n x c)-matrices M,,c representing nonsequential  solutions 
to decide c coins for 3 ~< c ~< (((2b + I)" - I)/2) - b := c., we construct  ((n + 1) x c)- 
matrices M.+ l . c  for 3~<c~<c .+1  as follows: If (2b+1)c.+3<~c<~c.+1 and 
c = (2b + 1)c. + d, then let M . + l . c : =  ~=-bM~,c.~M_2,d. By Remark  2, M.,c. has 
no constant  column, hence M .  + 1,c.+, has no constant  column. Moreove r  if b I> 2 
neither (-+0 j) nor  + (0) occur  in m . +  I,c.+,- J. 
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and 

If c = (2b + 1)c. + 2, let (o o) 
N2:= - 1  + 1 

Mn+ 1,c:= @ 
-b<~x<~b 

Ixl # 1 

If b = 1, Remark  3 implies by induction that  neither (~_1) nor  
Mn + l,c.+, - 1 • 

If c = (2b + 1)c. + 1, let °0 (o) 
and 

+ 1  - 1  M~,c. @ N_ ? 1 @ N_21 @ M . , c . -  l @ M . . c . -  I. 

+ (o) occur in 

Mn + 1,c :-~ 

( ~  Mn, c . @ N ~ ' @ N _ ; ' G  +' M - '  @ N ° ~ M  ° x _ Mn, c . - l ~  n,c.-I  , , c . - l .  
-b<.x<.b 

Ixl > 1 
b If  3 ~ c ~< (2b + 1)c., then c is of  the form c = do + ~i=~ 2di, where 3 ~ di <~ c. or 

dl = 0 for each 0 ~< i ~< b. Then let M . + l , c : =  @~=o M . , a , ~ b i = l  M - i i  .,a,. [] 

5. Two counterfeit coins 

As a nontr ivial  case we consider five coins containing precisely two counterfeit  
nickels of the same kind, A similar reasoning as in Section 2 shows that  a sequential 

-9-'9" 

Fig. 3. 
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solution needs at least three weighings and that not more than five coins may be 
decided by three weighings. And in fact there exists a sequential solution that decides 
five coins in three weighings (see Fig. 3). In contrast to the case of one counterfeit coin 
one can show that there does not exist a nonsequential solution with the same number 
of weighings for five coins. The minimal number of weighings for a nonsequential 
strategy to decide five coins is four: 

+ 1  + 1  - 1  - 1  0 ) 
+ 1  - 1  0 0 0 
+ I  0 - 1  0 0 " 
0 0 0 + 1  - 1  

6. Example and unsolved problems 

Example. A rough estimate yields that the beach of Sicily consists of about 3 x 1022 
grains of sand. Assume that one of them has another weight than all the others. Given 
a (very large) balance, 48 weighings are enough to find the bad grain. 

Problem 1. What is in general the best sequential or nonsequential strategy when 
more than one coin is counterfeit of possibly different kind? In particular, do 
sequential solutions always need less weighings than nonsequential ones? 

Problem 2. Assume that all possible cases of any coin to be heavier or lighter have the 
same probability. Let us call a sequential strategy S1 better than $2, if S1 needs less 
weighings than $2 in the average. What is the best strategy in this sense. 
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